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Introduction 

Starting from social network analysis 

through computational biology to neural 

network the data is modelled as graph and 

in many of these we handle a large scale of 

data. In computational biology, functional 

analysis of protein is the key research 

problem .The increased number of protein 

structures increases structure based 

prediction of protein function as well as 

classical sequence based prediction 

methods. As functional similarity of protein 

does not necessarily come along with 

sequence similarity [1], the structure based 

prediction methods have increased their 

own space. Here comes the measure of 

similarity between proteins based on their 

structures. When proteins are transformed 

into graphs the measure of similarity 

between proteins gets diverted as a measure 

of similarity between graphs.Some graph 

similarity measures are 

i. Using graph edit distance, similarity 

is measured with respect to the 

topology [20, 21]. 

ii. Skew spectrum restricted to 

unlabeled graphs [22]. 

iii. Graph let spectrum approach [23]. 

Apart from these, graph kernels - finding 

the best match between substructures of 

graphs has evolved into an emerging branch 

of learning on structured data. Kernel is 

from statistical learning theory [1] and 

performs the following tasks (i) 

classification using support vector 

andmachines [24], (ii)  regression [2],(iii)  

clustering [3] and (iv) principal component 

analysis [4]. 

Haussler [5], the first to define a unique 

way of designing kernels on structured 

objects and is known as R- Convolution 

kernel. The kernels that exist now can be 

viewed as a special case of the R- 

Convolution kernel. Existing kernels are 

the kernels on structured objects in graphs 

[6] and on graphs [7, 8]. 
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ABSTRACT 

Bio molecular geometry and physiochemical composition are frequently described and 

analysed by graphs and graphical methods. This way of describing mostly defines similarity 

measures of these structures. In this regard, graph kernels occupy a wide space in recent 

developments. In this paper, we propose a simple and a new graph kernel based on path 

length between each pair of vertices. The performance of this kernel shows a significant 

classification of accuracy. 
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Graph kernels defined can be categorized 

into  

i. Graph kernels based on walks [8, 9]. 

This determines the number of 

matching pairs of random walks in 

given graphs. 

ii. Graph kernels based on path [10]. 

This determines the number of pairs 

of shortest paths having same initial 

and final vertex and of same length. 

iii. Graph kernels based on limited size 

sub graphs [12, 13]. 

This determines the number of sub 

graphs of size k, k can be size 3, 4, 

5 of all types. 

iv. Graph kernels based on sub tree 

patterns [13, 14]. 

This determines the number of pairs 

of matching substructure in sub tree 

pattern on comparing the 

corresponding vertices of two 

graphs. 

Apart from these, we have several graph 

kernels and they are 

i. Computation of random walk kernel 

using dynamic programming, the 

cost is of considering walks of fixed 

size [15]. 

ii. Extending the marginalized graph 

kernels [8] by relabeling the vertices 

of a graph using Morgan index [16]. 

iii. Determining the number of 

identical pairs of rooted sub graphs 

containing vertices up to a certain 

distance from root and the roots are 

located at a certain distance from 

each other in two graphs [17]. 

iv. Refined version of Ramon – Gartner 

kernel [18, 19]. 

This paper is designed in the following 

way. In the first section method of graph 

construction is narrated, followed by path 

kernel definition. The steps while applying 

this method is also explained in detailed in 

the first section. Next is the result section 

where results obtained by path kernel 

method is given with the results obtained by 

smith waterman method. At last the 

conclusion saying the positive and negative 

points of path kernel method. 

Method 

The protein graph is constructed by 

considering the secondary structure 

elements as vertices. The vertices are 

named according to their structures in 

sequential order. Here we consider beta 

strands, helices, beta turns.  i.e., the vertex 

corresponding to first strand is named as s1 

and second one as s2 and so on. Average of 

3-D co-ordinates of central carbon atom of 

each amino acid in SSE is calculated and 

named as centroid. To decide the edges, the 

distance between centroid of a vertex to the 

remaining vertices is calculated. Two 

vertices of least distance from the vertex are 

connected by edges. This method is 

explained in [25]. Next comes the definition 

of kernel based on path length. 
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Where  

( ( ), ( ))l v l v   is an indicator function and is 

defined by 

𝛿(𝑙(𝑣), 𝑙(𝑣′))

= {
1       𝑖𝑓 𝑡ℎ𝑒 𝑎𝑟𝑔𝑢𝑚𝑒𝑛𝑡𝑠 𝑎𝑟𝑒 𝑒𝑞𝑢𝑎𝑙
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=  this 

counts the number of common labelled 

vertices. 

1 1

' '

( , ') ( ( ), ( ')). ( , ')
v G v G

K G G l v l v N v v
 

=  

this counts the number of common labelled 
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vertices at a distance of path length one.
 

1( , ')N v v  is set of common neighbourhood 

vertices at distance of path length 1 from v, 

v’ vertices. 

2 2

' '

( , ') ( ( ), ( ')). ( , ')
v G v G

K G G l v l v N v v
 

=

this counts the number of common labelled 

vertices at a distance of path length two.
 

2 ( , ')N v v  is set of common neighbourhood 

vertices at distance of path length 2 from v, 

v’ vertices. 

Here we use normalised kernel to measure 

similarity. The normalised kernel is defined 

as

( )
( )

( ) ( )
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In this section we apply this path kernel to 

graphs of same number of vertices. This 

kernel function is applied to seven vertices 

graphs and six vertices graphs. 

This kernel function is symmetric and 

positive definite and the same is verified in 

the following steps. 

Symmetric condition 

Let us consider 

( ) ( )
2

1 1

0

, ,h

h

P K G G K G G
=

  =
    

This function counts the number of 

common labelled vertices for each pair of 

corresponding vertices of two graphs. In 

this the first element in the pair is from the 

graph G and the second element from the 

graph G1.Simply this function counts the 

common labelled vertices at path length 

zero, one and two.Now we consider

( ) ( )
2

1 1

0

, ,h

h

P K G G K G G
=

  =
    

This function also counts the set of similar 

labelled vertices for each pair of vertices 

from two graphs at distance of path length 

zero, one, two. Only thing that differs is the 

first element is from the graph G1 and 

second element is from graph G. 

Both yields the same result as both is the 

cardinality of the set of common labelled 

vertices at distance zero , one, two 

calculated for each pair of vertices from the 

two graphs. Therefore ( ),P K G G   =

( )1,P K G G 
    

. Hence the function is 

symmetric
 

This function is definitely positive definite 

because, firstly the graphs are labelled in 

similar manner. Secondly the first step in 

this kernel calculation is comparing the 

original labels of the graphs and this 

enables the function to secure positive 

value. This is because a protein structure 

can have all the secondary structure 

element or at least two secondary 

structures. This fact reveals that the path 

kernel is positive definite. 

The following table gives the details of 

proteins and the graph obtained for each 

protein. As we detail with SSE the structure 

of protein is also given. 

 S.no Protein 

Structur

e 

Graph for 

Protein 

Protein 

name 

1 1jxt 

 

 
 

Crambin 

mixed 

sequence 

form at 160 

k. 

Protein/wat

er substates 
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2 1nbl 

 

 

NMR 

Structure of 

Hellethioni

n D 

3 1bhp 

 

 

 

Structure of 

beta-

purothionin 

at room 

temperature 

and 1.7 

angstroms 

resolution 

4 1jxu 

 

 

 

Crambin 

mixed 

sequence 

form at 240 

k. 

Protein/wat

er substates 

 

5 2fd7 

 

 

 

X-ray 

Crystal 

Structure of 

Chemically 

Synthesize

d Crambin 

6 1wuw 

 
 

Crystal 

Structure of 

beta 

hordothioni

n 

 

7 1jxw 

 
 

Crambin 

mixed 

sequence 

form at 180 

k. 

Protein/wat

er substates 

 

8 2v9b 

  

X-ray 

structure of 

viscotoxin 

b2 from 

viscum 

album 

 

9 2plh 

 
 

Structure of 

alpha-1-

purothionin 

at room 

temperature 

and 2.8 

angstroms 

resolution 

10 1edo 

 
 

 

NMR 

structural 

determinati

on of 

viscotoxin 

A3 from 

Viscum 

album L. 

11 1ccn 

 
 

Direct noe 

refinement 

of crambin 

from 2d 

NMR data 

using a 

slow-

cooling 

annealing 

protocol 

12 1jxy 

  

Crambin 

mixed 

sequence 

form at 220 

k. 

Protein/wat

er substates 

Table(i) Gives the protein details 
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Similarity/dissimilarity study of protein 

1jxw and 1jxt using Path kernel 

 

Protein graphs of 1jxw and 1jxt proteins 

represented by secondary structure 

elements 

Step 1: 

Initially we count the similar vertex labels 

from the two graphs 

( , ') ( ( ), ( '))
0

' '

( 1, 1) ( 2, 2) ( 1, 1) ( 2, 2)

( 1, 1) ( 2, 2) ( 3, 3)

1 1 1 1 1 1 1

7

K G G l v l v

v G v G

s s s s h h h h

b b b b b b


 

   

  

=  

= + + + +

+ +

= + + + + + +

=

 

Step 2: 

We count the similar labelled vertices for 

each pair of corresponding vertices from 

the two graphs at a distance of path length 

one. 

( , ') ( ( ), ( ')). ( , ')
1 1

' '

( 1, 1).2 ( 2, 2).4 ( 1, 1).2 ( 2, 2).2

( 1, 1).2 ( 2, 2).2 ( 3, 3).2

1.2 1.4 1.2 1.2 1.2 1.2 1.2

16

K G G l v l v N v v

v G v G

s s s s h h h h

b b b b b b


 

   

  

=  

= + + + +

+ +

= + + + + + +

=

 

Step 3: 

In this step we count common labelled 

vertices for each pair of corresponding 

vertices from the two graphs at a distance of 

path length two. 

2 2

' '

( , ') ( ( ), ( ')). ( , ')

( 1, 1).4 ( 2, 2).4 ( 1, 1).2

( 2, 2).4 ( 1, 1).2 ( 2, 2).4

( 3, 3).4

1.4 1.4 1.2 1.4 1.2 1.4 1.4

24

v G v G

K G G l v l v N v v

s s s s h h

h h b b b b

b b

 



  

  



=

= + + +

+ + +

= + + + + + +

=



 

Step 4: 

The path kernel  

( ), 7 16 24 47P K G G = + + =    

Step 5: 

The normalised path kernel  

( )
47

, 1
47.47

P K G G = =    

The protein graphs are 100% similar this 

implies the proteins 1jxt and 1jxw are 100% 

similar. 

Similarity/Dissimilarity study of protein 

2fd7 and 1wuw using Path kernel 

 

Protein graphs of 2fd7 and 1wuw proteins 

represented by secondary structure 

elements 

Step 1:Initially we count the similar vertex 

labels from the two graphs 

0

' '

( , ') ( ( ), ( '))

( 1, 1) ( 2, 2) ( 1, 1) ( 2, 2) ( 1, 1)

1 1 1 1 1

5

v G v G

K G G l v l v

s s s s h h h h b b

 



    

=

= + + + +

= + + + +

=
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Step 2: 

We count the similar labelled vertices for 

each pair of corresponding vertices from 

the two graphs at a distance of path length 

one. 

1 1

' '

( , ') ( ( ), ( ')). ( , ')

( 1, 1).2 ( 2, 2).1 ( 1, 1).1

( 2, 2).0 ( 1, 1).0

1.2 1.1 1.1 1.0 1.0

4

v G v G

K G G l v l v N v v

s s s s h h

h h b b

 



  

 

=

= + + +

+

= + + + +

=



 

Step 3:

 

In this step we count common labelled 

vertices for each pair of corresponding 

vertices from the two graphs at a distance of 

path length two. 

2 2

' '

( , ') ( ( ), ( ')). ( , ')

( 1, 1).2 ( 2, 2).3 ( 1, 1).2

( 2, 2).3 ( 1, 1).2

1.2 1.3 1.2 1.3 1.2

12

v G v G

K G G l v l v N v v

s s s s h h

h h b b

 



  

 

=

= + +

+ +

= + + + +

=



 

Step 4: 

The path kernel  

( ), 5 4 12 21P K G G = + + =    

Step 5: 

The normalised path kernel  

( )
21

, 0.525
40.40

P K G G = =    

The protein graphs are 52% similar this 

implies the proteins 2fd7 and 1wuw are 

52% similar. 

Result 

Results of Proteins with Seven SSE 

 1jxt 1jxw 1nbl 1ed0 1ccn 1jxu 

1jxy 1 

1 

1 

1 

0.364 

0.34-

0.53 

0.695 

0.48-

0.62 

0.942 

0.95-

0.97 

0.94 

1 

1jxt - 1 

1 

0.364 

0.34-

0.53 

0.695 

0.48-

0.62 

0.942 

0.95-

0.97 

0.94 

1 

1jxw - - 0.364 

0.34-

0.53 

0.695 

0.48-

0.62 

0.942 

0.95-

0.97 

0.94 

1 

1nbl - - - 0.357 

0.55-

0.66 

0.343 

0.32-

0.51 

0.327 

0.34-

0.51 

1edo - - - - 0.729 

0.65 

0.729 

0.68 

1ccn - - - - - 1 

0.96 

 

Table(ii) Results obtained by Path kernel 

method and Smith Waterman method for 7 

vertices. 

In the above table, the value at the top is the 

result obtained by our method and the value 

at the bottom refers the result by Smith 

Waterman method. The value below 

narrates identical amino acids to similar 

amino acids in the protein sequences under  

comparison. In the above table the results 

corresponding to the protein 1nbl, the 

results is around the percentage of identical 

amino acid in the protein sequence, this is 

because the similarity is measure based on 

SSEs , in 1nbl there are two beta strands and 

five beta turn structures whereas the 

remaining proteins  have all type of 

structures-beta strands, helices, beta turn 

structures.  

Results of Protein with Six SSE 

 2v9b 2plh 2fd7 1wuw 

1bhp 0.839 

0.69 

0.89 

0.88-

0.95 

0.495 

0.37-

0.58 

0.775 

0.80 
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2v9b - 0.695 

0.47-

0.65 

0.487 

0.46-

0.65 

0.71 

0.67 

2plh - - 0.519 

0.57 

0.904 

0.86 

2fd7 - - - 0.525 

0.53 

 

Table(iii) Results obtained by Path kernel 

method and Smith Waterman method for 6 

vertices. 

While calculating the correlation between 

these values we get correlation coefficient 

as 0.911 

Conclusion 

Graph kernel defined in this part is based on 

the path length. 

1. Here we consider set of common 

neighbourhood vertices at the 

distance of path length 0, 1 and 2. 

2. This method is simple and can be 

extended ie. We can consider the 

set of common neighbourhood 

vertices at distance of path length 3 

or more. And in the place of SSE 

we can consider each amino acid 

and its carbon co-ordinates to 

construct the graph.  

3.  Identifying the vertices based on 

the corresponding secondary 

structure shows its uniqueness.   

 The accuracy in result is reached using this 

kernel. But this kernel has a restriction that 

it shows its efficiency in reaching accuracy 

if the graphs have the same number of 

vertices. Path kernel method has an 

additional constraint and that is the shape of 

secondary structures. This makes the 

method to give the accurate percentage of 

identical part of amino acids in the two 

protein sequences under consideration and 

increases the efficiency of the method. 
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